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The hippocampal formation and striatum subserve de-
clarative and procedural memory, respectively. However,
experimental evidence suggests that the ventral striatum,
as opposed to the dorsal striatum, does not lend itself to
being part of either system. Instead, it may constitute a
system integrating inputs from the amygdala, prefrontal
cortex and hippocampus to generate motivational, out-
come-predicting signals that invigorate goal-directed
behaviors. Inspired by reinforcement learning models,
we suggest an alternative scheme for computational
functions of the striatum. Dorsal and ventral striatum
are proposed to compute outcome predictions largely
in parallel, using different types of information as input.
The nature of the inputs to striatum is furthermore com-
binatorial, and the specificity of predictions transcends
the level of scalar value signals, incorporating episodic
information.

Introduction
Distinct forms of memory are considered to be mediated by
different brain systems. Traditionally, a dichotomy is ap-
plied between declarative (explicit) memory versus non-
declarative (procedural, implicit) memory [1]. Declarative
memory refers to our ability to recall events from the past
deliberately and consciously; procedural memory refers to
motor or cognitive skills that come to be executed auto-
matically and are recalled unconsciously. Strong evidence
implicates the hippocampal–temporal lobe system in de-
clarative memory and the striatum and connected basal
ganglia structures in procedural learning and habit
formation [2–4]. The exact functions of the hippocampus
(HPC) are far from clear, but the weight of evidence favors
a role in episodic memory, which stores information about
individually experienced events, set in a specific spatio-

Review

Glossary

Conditioned place preference (CPP) test: behavioral paradigm assessing

reinforcing effects of drugs or rewards. Animals undergo conditioning

sessions in different environments (or spatial compartments), only one of

which is associated with the drug or reward. The acquisition of a spatial–

reward association is indicated by the animal’s preference for the environment

previously paired with reward (but currently in its absence).

Conditioned reinforcer: a previously neutral stimulus (e.g. stimulus light) that

acquires the ability to reinforce behavior upon which it is contingent, by virtue

of having been paired predictively with a primary reinforcer (e.g. sucrose).

Matrix and striosomes: in the dorsal striatum, small regions are discerned,

called striosomes or patches, which are surrounded by a matrix region. These

compartments differ in neurochemical makeup and input/output connectiv-

ity. Medium-sized spiny neurons in striosomes have been reported to project

to dopamine neurons in SNC and VTA, whereas in the matrix this type of

neuron projects to output regions of the basal ganglia, viz. pallidal structures

and SNR [13,16]. Neurochemical compartmentalization in VS is more

complex [13].

Model-free reinforcement learning: class of RL algorithms in which the

association between an organism’s state or action and its outcome is cached

(i.e. stored, captured) in a scalar signal summarizing its long-term value,

without specifying the nature or features of the outcome. This class contrasts

with model-based approaches, in which state or action associations with

outcome are learned indirectly, by constructing a model of the organism’s

environment. This model can be high-dimensional, i.e. incorporating many

features of states or actions as well as outcomes [75].

Motivation: a state of desire or energy to carry out a certain action, triggered by

intrinsic and extrinsic factors, which can be aversive or appetitive.

Outcome: payoff or consequence of a given stimulus or action, which can be

positive (rewarding) or negative (aversive). An outcome is not necessarily

identical to a reinforcer, which by definition should alter future behavior

related to its presentation.

Pavlovian to instrumental transfer: phenomenon in which a pavlovian

conditioned stimulus invigorates (if appetitive) or reduces (if aversive) the

rate of an appetitively motivated instrumental behavior (e.g. lever pressing)

when it is presented non-contingently during instrumental performance.

Reinforcement learning (RL): type of learning in which an agent initially

responds to stimuli (or input states) by trial and error, and learns to improve its

responses based on reinforcing feedback from the environment. This

reinforcing feedback specifies only how good or bad the agent’s action was,

not how the agent should have been responding given a certain situation.

Sharp wave-ripple: electrophysiological pattern of activity in the hippocampal

electroencephalogram (EEG) characterized by high-frequency (150–250 Hz)

waxing-and-waning oscillations (ripples) and steep negative potentials (sharp

waves) coupled to strong dendritic depolarization of pyramidal cells.
Striatum: the striatum has been subdivided into two main regions, DS and VS.

The boundary between these regions is not well defined, and neuroanatomical
temporal context [5–8]. By contrast, procedural memories
are thought to be stored by synaptic modifications in
studies indicate it is more appropriate to speak of a ventromedial to
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neocortical–basal ganglia loops. These loops connect
specific neocortical areas unidirectionally to striatal subre-
gions, which project to downstream structures such as the
pallidum, ventral tegmental area (VTA), substantia nigra
pars reticulata (SNR) and pars compacta (SNC). These
areas connect to thalamic nuclei that project back to neocor-
tical areas identical to, or close to, the site of origin.

Various parallel loops have been associated with differ-
ent types of motor and cognitive function. Oculomotor and
somatic motor loops originate in the frontal eye fields
and (pre)motor cortices, but cognitive and motivational-
affective loops associated with prefrontal cortex (PFC),
amygdala and HPC have also been identified [9–11]. The
striatum has been subdivided into corresponding regions:
whereas the dorsolateral striatum (DLS) mediates stimu-
lus–response learning and habit formation, the dorsome-
dial striatum (DMS) is associated with cognitive functions
and action–outcome learning, and ventral striatum (VS)
with motivational and affective processing [2,4,12–17]. The
VS occupies a peculiar position in this system, challenging
the episodic–procedural dichotomy because it possesses
key features of striatum [18] but also receives a strong
projection from HPC [19] (Figure 1). Thus, is the VS part of
the declarative or procedural memory system? The main
goal of this review will be to address this question by
conceptualizing how hippocampal input to the VS is inte-
grated with other inputs to govern motivational processes,
aided by models of reinforcement learning (RL) (see
Glossary). Recent experimental findings in the field,
considered together with insights from available computa-
tional models, will lead us to propose a revised model of
limbic corticostriatal circuitry that goes beyond a classical
RL architecture.

Causal roles of HPC and VS in different types of learning

dorsolateral gradient [13]. DS is also referred to as caudate-putamen and is

further subdivided in dorsolateral striatum (DLS, putamen) and dorsomedial

striatum (DMS, caudate). The VS is subdivided in a (ventromedial) shell and a

(dorsolateral) core, each having distinct anatomical and physiological char-

acteristics [13,19] (Figure 1). The term VS is used here when statements apply

both to core and shell, or when previous studies cited did not distinguish

between them, and the same applies to DS as comprising DMS and DLS.
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Figure 1. Main cortical and amygdaloid inputs to the rat ventral striatum (VS).

Afferent pathways from frontal cortex, basolateral amygdala (BLA), hippocampus

(HPC) and adjoining areas are illustrated. Inputs from the midline and intralaminar

thalamic nuclei have been left out for simplicity, as well as inputs to the dorsal

striatum or striatal elements of the olfactory tubercle. Purple and red arrows

indicate projections predominantly reaching the core and shell region of the VS,

respectively. Rostrocaudal gradients of innervation are not represented here.

Fibers from the ventral subiculum (vSub) and area CA1 reach the medial, ventral

and rostral shell, whereas the dorsal subiculum (dSub) and CA1 project primarily

to rostral parts of the VS (mixed purple-red). Both in shell and core, these

hippocampal inputs converge with inputs from the perirhinal (Prh) and entorhinal

(Ent) cortices, BLA and frontal cortex. Abbreviations: AId, dorsal agranular insular

cortex; AIv, ventral agranular insular cortex; IL, infralimbic cortex; PL, prelimbic

cortex. Sections based on [118].
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and memory
Collectively, the HPC and VS have been implicated in a
wealth of behavioral processes (e.g. latent inhibition,
attention and anxiety), but this review will focus only
on a subset of these, viz. behavioral responses to spatial
or contextual and discrete cues. The HPC has been
divided along the dorsal–ventral axis, with dorsal HPC
preferentially involved in spatial learning and ventral
HPC in anxiety-related behavior [20,21]. However, other
evidence suggests the ventral and dorsal HPC serve a
common role in some forms of learning. Lesions and
pharmacological inactivation of both dorsal and ventral
HPC impair contextual aversive and appetitive condi-
tioning and context-dependent memory retrieval [22–25]
(Figure 2a), whereas ventral HPC lesions also impair
fear conditioning to discrete auditory cues, reminiscent of
basolateral amygdala (BLA) lesion effects ([21], but see
[26] for dorsal HPC involvement in delayed-fear condi-
tioning to auditory cues).
Thus, dorsal and ventral HPC may subserve qualita-
tively similar roles in context conditioning, but their con-
tributions may differ according to what constitutes the
context representation. A context defined by spatiotempo-
ral cues (a configuration of multiple environmental or
idiothetic cues) may predominantly engage dorsal HPC
[21], whereas a context defined by non-spatial (e.g. odor,
interoceptive and emotional) cues may rely more strongly
on ventral HPC [27,28]. This dorsal–ventral distinction is
supported, for example, by a decrease in spatial represen-
tation and theta rhythm from dorsal to ventral hippocam-
pal area CA3 [29]. However, there is probably considerable
overlap in the types of information the two regions process,
and the dorsal–ventral divide may be better understood as
a functional continuum rather than an absolute division
[30–32].

Popularly known as a limbic–motor interface, the VS
has been proposed to translate information from HPC into
549
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Figure 2. Behavioral tasks that depend on the hippocampus (HPC), amygdala and ventral striatum (VS). (a) Aversive cue and context conditioning. In this task, the rat learns

that a discrete cue [conditioned stimulus (CS), e.g. tone] and a context in which the training takes place, predict the occurrence of an unconditioned stimulus (US; e.g. an

electric shock). Subsequent exposure to the cue or context in the absence of the shock induces freezing behavior (i.e. a conditioned response). (b) Conditioned

Reinforcement (CRf). In the first phase of training (Stimulus–Reward training), the rat learns that a light cue (CS) predicts reward (e.g. sucrose pellet). In the second phase,

the rat learns a new instrumental response (e.g. lever press) for the presentation of a CS on one lever (CRf lever) over another (i.e. non-conditioned reinforcement, NCRf).

Ellipse in upper panel symbolizes the acquired association; rectangular box in lower panel denotes behavioral sequence. (c) Pavlovian to Instrumental Transfer (PIT). In the

first phase, the rat undergoes stimulus–reward (CS–US) training in one environment, and instrumental learning (lever pressing for reward; action–outcome training) in

another environment. In the transfer test, the rat receives passive CS presentations during lever pressing in the absence of reward. The VS core and central nucleus of the

amygdala are involved in mediating general motivational effects of pavlovian cues on instrumental behavior. However, in a different form of PIT in which different

outcomes are associated with two pavlovian stimuli in the stimulus–reward training phase, and two levers in the action–outcome learning stage, the BLA and VS shell

support outcome-specific effects of pavlovian cues upon instrumental responses. (d) Appetitive cue and context conditioning in the Y maze. The rat initially learns to

associate a flashing light cue with sucrose solution. Following acquisition of cue conditioning, the rat needs to learn that the same cue is rewarded only when presented in

one chamber of the Y maze in a fixed spatial location (as defined by path integration). Thus, the procedure tests the use of spatial information to retrieve cue contingencies.

At the end of the retrieval acquisition, the rat undergoes a conditioned place preference (CPP) test in the absence of reward to assess whether it has developed a preference

for the rewarded chamber.
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action [33]. Lesion studies showed that the VS is not only
important for processing spatial and contextual cues [34–

37], but also for BLA-dependent appetitive and aversive
cue conditioning [38] and the ability of pavlovian cues to
support instrumental responding [39–41]. Apart from the
striatal elements of the olfactory tubercle, the VS is com-
monly differentiated into a core and shell region [13]
(Figure 1). Both regions receive input from the BLA, but
the shell receives hippocampal input predominantly from
ventral CA1 and subiculum, whereas the core receives it
from dorsal CA1 and subiculum and from parahippocam-
pal regions [13,19] (Figure 1).

Studies using disconnection lesions have provided evi-
dence for distinct limbic–striatal circuits subserving differ-
ent forms of conditioning. Evidence indicates a critical role
of the HPC–shell pathway in the acquisition of appetitive
context conditioning and for retrieval of cue contingencies
550
based on spatial locations [42] (Figure 2). The function of
the sparser HPC–core pathway (Figure 1) is largely un-
known, although some evidence supports a role of the core
in contextual conditioning and control of spatial behavior
[43,44]. By contrast, information transfer between the BLA
and core is important for mediating the excitatory effects of
pavlovian cues or conditioned reinforcers on behavior
[40,45].

Dopamine release in VS plays a key role in mediating
affective control over motivated behavior, and its dysre-
gulation may contribute to disorders such as schizophrenia
and drug addiction (Box 1). Acute elevation of dopamine
concentration in VS, but not dorsal striatum (DS), potenti-
ates effects of conditioned reinforcers on lever pressing
[39,46]. This effect is attenuated by BLA lesions, indicating
the importance of BLA–dopamine interactions in VS for
mediating the effect of reward-predicting stimuli on action



Box 1. Psychopathology of the VS and implications for neuropsychiatric disorders

The involvement of the VS in the reinforcing effects of drugs such as

cocaine, nicotine and heroin has led to this structure being linked to

drug addiction [120]. There is considerable preclinical evidence to

support a role for the VS in drug-seeking behavior in experimental

animals [14], and during acute cocaine infusions in humans [121],

presumably because of its mediation of motivational effects of

conditioned stimuli associated with the drug leading to its anticipa-

tion, as well as the unconditioned effects of the drug itself. However, it

is less clear that the VS has a major role to play in drug addiction per

se beyond the initiation of drug abuse [14,122]. The concept of a

transition of neural control over drug-seeking behavior from the VS to

DS [14] is in fact consistent with the present hypothesis that the VS

provides an interface between declarative and procedural or habit-

based learning.

Functional neuroimaging studies in alcoholics [123], compulsive

gamblers [124] and patients with attention deficit hyperactivity

disorder [125] (although not depression [126]), suggest that under-

activation of the VS may be associated with impulsive behavioral

tendencies, which may arise from a dysregulation of anticipatory

tendencies to conditioned stimuli. Moreover, apparent overdosing of

the mesolimbic dopaminergic pathway in Parkinson’s disease (PD) by

dopaminergic medication can lead to impaired inhibitory control

associated with compulsive gambling in PD patients (reviewed in

[127]).

Psychotic symptoms in schizophrenia have also been associated

with VS dysfunction. It was assumed for many years that antipsycho-

tic effects of drugs such as haloperidol were exerted via effects on the

mesolimbic dopamine system. This system was assumed to be

overactive, producing aberrant ‘incentive salience’ in response to

environmental stimuli (presumably both cues and contexts) and

leading to delusional phenomena [128]. This is consistent with the

anatomical connectivity of the HPC, which is known to be affected

early in the course of schizophrenia [129]. However, recent evidence

[130] suggests that the main striatal region exhibiting dopamine

overactivity in schizophrenia is the caudate nucleus (the DMS in rats)

rather than the VS, and this apparent mismatch has yet to be resolved.
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[39]. Recently, selective dopamine elevation by direct d-
amphetamine infusions in the shell of the VS was shown to
enhance HPC-dependent control over conditioned place
preference (CPP), whereas in the core, this treatment
attenuated HPC control over this form of learning [47].
Such findings demonstrate regional differences within the
VS in the way dopamine regulates limbic information
processing [47].

Taken together, lesion and pharmacological evidence
support the existence of distinct limbic corticostriatal loops
involved in processing different types of associative infor-
mation. The hippocampal–VS (shell) pathway is critical for
associating contextual–positional information with out-
comes and the BLA–VS (core) pathway for discrete cue–

outcome associations. Moreover, dopamine selectively
modulates the strength or gain of associative control over
motivated behavior in a regionally specific manner.

Neural coding of different types of information in the
HPC and VS
In vivo recordings in freely behaving animals have provid-
ed insights into how the HPC and striatum encode infor-
mation on context and motivation at high temporal
resolution. Following the discovery of hippocampal place
cells in area CA1, which fire specifically when an animal
occupies a particular location in an open environment [48],
further studies in tasks that differed from open-space
exploration indicated that behavioral variables other than
place can also be coded by hippocampal neurons, including
sensory cues [49,50] and sequential–temporal aspects of
behavioral episodes [51]. In agreement with its role in
episodic memory [5–7], we will therefore refer to the nature
of hippocampal CA1 output as spatial–episodic.

Aside from the subiculum and area CA1 [19], perirhinal
and entorhinal cortex provide significant inputs to VS
[52,53]. Subicular neurons are sensitive to an animal’s
location, albeit less specifically than found in area CA1
[54,55]. The medial entorhinal cortex is thought to encode
positional information by way of grid cells, as well as head
direction information [56]. By contrast, perirhinal and lat-
eral entorhinal projections probably convey object-related
information with low spatial specificity [57]. Altogether, the
HPC and its adjoining areas supply the VS with a rich
stream of information regarding the animal’s position and
orientation in geometric space as well as relevant objects
and temporal context (Box 2).

Neurons in rodent and primate VS respond to all be-
havioral elements of goal-directed sequences relevant to an
ongoing task, even when associated with aversive outcome
[58–64]. Typically, the entire task sequence, including
outcome, is tessellated by VS firing patterns (Figure 3).
For example, it has been observed that VS neurons gener-
ate diverse firing responses to both aversive and appetitive
outcomes, in combination with oromotor responses, in a
classical conditioning task [65]. Moreover, a learning-
dependent development of responses to auditory stimuli
predicting the outcome was observed [65]. In a reward-
seeking task on a triangular track marked by three sites
distinguished by qualitatively different rewards, VS neu-
rons fired selectively in anticipation or during delivery of
reward [62] (Figure 3), in agreement with outcome-specific
coding observed in other studies [59,66,67].

Firing patterns in the VS are generally marked by a
strong motivational component. In a cued arm-reaching
movement task in monkeys, VS neurons expressed sus-
tained increments in firing rate, which occurred regardless
of whether an arm movement was made, and were thus
inferred to reflect reward expectancy [68]. Sustained expec-
tancy-related firing patterns, such as firing-rate ‘ramps’,
have also been observed in other studies [60,62,69]. These
ramps can take into account the place or identity of expected
rewards [62] (Figure 3b,c). Expectancy signals, generated in
association with cues and movements, are sculpted during
learning and are sensitive to changes in outcome contingen-
cies, confirming their motivational nature [59,62,63,65,68].
VS neurons not only fire in anticipation of outcomes, but
subsets may also respond during reward consumption.
Thus, whereas the HPC codes the context framing episodic
experience, VS neural coding, albeit highly versatile and
complex (Box 3), is centered on the relevant elements of goal-
directed tasks in conjunction with their motivational com-
ponent (i.e. the extent to which stimuli, context and actions
predict outcome). Whereas it is not always clear whether the
influence of motivational factors involving the VS is due to
551



Box 2. Dynamics of hippocampal–striatal communication during behavior and sleep

Behavioral results using CPP paradigms (see Figure 2 and main text)

have clarified how the HPC–VS axis may serve as a model system for

studying how brain structures communicate during behavior in

general. How is this communication instantiated, and which mechan-

isms mediate synaptic plasticity in this system? During active

behavior, mass activity in the HPC is characterized by a theta rhythm

(i.e. 6–12 Hz) in local field potentials. VS neurons often fire

preferentially within a narrow phase range defined by the hippocam-

pal theta cycle, suggesting a coupling between these systems during

goal-directed behavior [112,131]. The firing of a HPC place cell in a rat

traversing the corresponding place field shows a progressively earlier

and earlier phase in the theta cycle, a phenomenon called phase

precession [132]. At an ensemble level, phase precession enables a

time-compressed representation of a sequence of subsequently

visited places [133]. VS cells exhibiting an anticipatory ramp in firing

rate showed precession to hippocampal theta oscillations as well [69],

suggesting that reward-related signals are temporally aligned with

spatial–episodic information during anticipation and possibly deci-

sion-making. A special mode of hippocampal processing, found in

area CA3, may be the forward sweep [134], which is expressed as a

rapid sequence of ensemble activity coding for places ahead of an

animal’s actual position. During forward sweeps, VS cells also fire

[135], which may indicate a mechanism for deliberating about goal

prospects before committing to a behavioral choice.

Another mode of communication appears during sleep, in

particular when neocortical slow waves appear. In the HPC, SWS

is marked by irregular EEG activity and intermittent sharp wave-

ripple activity (150–250 Hz) [48,136]. During ripples occurring in

post-experiential sleep, the HPC replays firing patterns character-

istic of the preceding behavioral experience, and significantly more

so than during sleep prior to this experience [137]. Because

disruption of ripple activity impairs spatial learning [138], memory

consolidation is probably benefiting from this process. Also during

SWS the hippocampal formation communicates intensively with

the VS, as suggested by the modulation of VS firing rates by ripples

[139]. Furthermore, replay of reward-related information in VS is

enhanced during ripples [62]. Joint ensemble recordings showed

that the HPC and VS replay their activity coherently, with

hippocampal replay taking a leading role and VS reward-related

information following in time [112]. Because joint replay occurs

approximately ten times faster than the behavioral experience itself

[112,140], this mechanism probably promotes spike-timing depen-

dent synaptic plasticity (STDP) [141], which operates roughly in

time windows 100–150 ms wide, and may mediate strengthening of

place-reward associations during sleep-dependent memory con-

solidation. Independent pharmacological evidence has generally

supported the role of VS in off-line processes subserving spatial

memory consolidation [37].
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its role in learning, or to its modulatory effects on perfor-
mance, we note that even incentive-motivational influences
may have to be acquired [70].

RL and the basal ganglia
How is it that the VS comes to generate signals predicting
outcome properties, and how does hippocampal input
contribute to this? To formulate a plausible model, we
first consider RL as a general computational scheme for
reward-dependent learning. The idea behind this class of
algorithms is that a neural model (e.g. a connectionist
network) processes sensory inputs and generates outputs
that act on the environment, which subsequently feeds
back a reinforcing signal to the model [71,72]. This signal
is instrumental in adjusting the model’s internal param-
eters (e.g. synaptic weights) to optimize its output with
Box 3. Outstanding questions

� Recent studies have shown the HPC–shell pathway to be critical for

contextual conditioning and the BLA–core pathway for cue

conditioning, whereas the hippocampal formation also projects to

rostral parts of core and shell. What are the functions of the

hippocampal–core pathway?

� VS neurons exhibit a great diversity of firing patterns, including

responses to cues and reinforcers as well as correlates of motor

behavior. Which of these patterns support outcome predictions and

which ones do not?

� Although hippocampal firing activity tightly correlates with VS

activity during active behavior and SWS, we do not yet understand

how the HPC causally influences VS information processing. What

is the effect of hippocampal lesions or inactivations on VS firing

patterns?

� Glutamatergic afferents from neocortex, BLA and PFC that synapse

on VS projection neurons exhibit long-term synaptic plasticity, but

under what physiological conditions are LTP or LTP in these

pathways induced in vivo? How does dopamine modulate this

transmission and plasticity to induce regionally selective effects on

behavior?
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respect to a predefined goal, such as the maximization or
prediction of reward [73].

A powerful class of RL algorithms is Temporal Difference
(TD) learning [72]. A well-known variant of TD learning
divides the computational tasks between a Critic and an
Actor [74]. The Critic computes a reward–prediction signal,
also known as a Value function (Vt) (Figure 4a). This is a
single temporally continuous signal that fluctuates over
time, depending on varying environmental cues or actions
that inform the system to adjust its reward predictions as an
animal pursues its goals. The reward–prediction signal is
used to calculate an error in reward prediction, which (in
simplified form) is done by subtracting the predicted out-
come from the actual reward, once this is obtained. This
error signal is used to improve the Critic’s predictive per-
formance, but can also instruct the Actor to optimize motor
� Although current evidence supports the transfer of contextual

information from the HPC to striatum, which other attributes of

spatial–episodic information are conveyed? Does this transfer also

include cue or object information, as well as temporal aspects of

episodic memory and expected outcome?

� Which brain structures emit error signals to the striatum? Whereas

error signaling by dopaminergic fibers is considered plausible, more

work is needed to assess the functions of error coding in prefrontal

structures, and its possible transfer to striatal target regions.

� How do different corticostriatal loops involving VS, DMS and DLS

communicate under varying cognitive and behavioral demands?

Much attention has been given to mesencephalic DA neurons as

intermediate way stations from VS to DS (Figure 4b), but crosstalk

may also take place via intrastriatal projections or at the cortical,

thalamic and pallidal stages of information processing in loops.

� What is the precise definition of the VS, including its subregions,

in the human brain, and what are the precise homologies

between human and rodent striatum? Answering these questions

will help to translate results from rodent work on VS to human

psychopathology.
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Figure 3. Firing patterns of rat ventral striatal (VS) neurons during foraging on a triangular track. (a) Behavioral task. Rats learned to run in a clockwise direction along a

triangular track and encountered qualitatively different food rewards delivered to cups at fixed locations on each side of the triangle. The average probability of

encountering a reward in a given cup was 0.33 (i.e. 1/3) and the rewards were distributed over time such that only one of the three cups was rewarded per lap. Meanwhile,

ensemble recordings were made from the VS. Abbreviations: S, sucrose solution, delivered to cup at left side; V, vanilla pudding to cup at right side; C, chocolate mousse to

cup at front side. (b) Single-unit firing pattern in the VS displayed a distinct firing response associated with only one reward site (i.e. S) [62]. Upper panel: rate map plotting

firing rate as a function of the rat’s position on the track. Firing rate is color-coded with highest rates (19 Hz at maximum) in white-yellow colors. Firing is virtually absent on

most parts of the track. Lower panel: peri-event time histograms of the same neuron, synchronized on the rat’s arrival at the three reward sites. Non-rewarded visits (left) are

contrasted to rewarded visits (right) for each site. Black and red dots represent single spikes and arrivals at other reward sites, respectively, and are plotted as a function of

trial number. Upper part of each subpanel denotes firing rate averaged over trials (in Hz). A ramp in firing rate is observed both in non-rewarded and rewarded trials, while

the firing rate additionally increases just before arrivals at sucrose reward. (c) Different single-unit recording from the VS [62]. Plotting conventions are the same as in B.

This cell generates ramps during approach to two of the three reward sites (i.e. V and C). Firing rate additionally increases shortly before reward receipt (i.e. time = 0 s) but

rapidly drops after it. (d) Composition of 75 VS cells with task-related firing patterns from a different analysis of the same set of experiments in rats [119]. Only putative

medium-sized spiny (i.e. projection) neurons are shown, whereas fast-spiking interneurons exhibit a different firing pattern. Z-Scored firing rates are color-coded and the 75

neurons are ordered from top to bottom according to the time of peak firing relative to reward site arrivals (at t = 0 s). A tessellation of all task phases is observed, with a

concentration of peak rates shortly in advance of and at reward sites. Reproduced, with permission, from [62] (b and c) and [119] (d).
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Figure 4. Classic Actor–Critic model and updated scheme for predictive learning in the striatum. (a) Actor–Critic network model consisting of a Prediction unit (Critic; right)

and Actor units (left), both receiving inputs from cells in an afferent layer (active cells indicated in orange). Based on the sensory inputs the prediction unit receives via

modifiable synapses, it emits a value signal (Vt) representing a time-varying prediction of summed future reward. Following computation of the temporal derivative of this

signal (gVt–Vt–1, where g is to discount the value of reward further ahead in the future), the lowermost unit (yellow) computes an error in reward prediction (e) by summing

up (gVt–Vt–1) with the actual reward rt at time t. The error signal e is broadcast to modifiable synapses connecting the input layer to Actor and Prediction units. Changes in

synaptic strength are determined by activity of the error unit and a slowly decaying activity trace in input synapses. Adapted, with permission, from [74]. (b) Different types

of predictive learning associated with striatal sectors in rat brain. The most ventromedial sector (shell; red) is predominated by time-varying outcome (Ox) prediction (P)

based on position (pos) or context (subscript x indexes outcomes of a specific quality). The ventral striatum (VS) core (purple) generates outcome predictions based on

discrete cues, whereas the hallmark of dorsomedial striatum (DMS; blue) is action–outcome learning. Stimulus–response learning in dorsolateral striatum (DLS; green)

generates predictions about actions based on somatosensory (s) and motor information representing the organism’s current postural and movement state. Thus, outcomes

in DLS are specified as actions (actx) of particular magnitude, speed and direction. The connectivity between striatal sectors and dopaminergic cell groups is predominantly

reciprocal, but is supplemented with a projection from dorsal VTA and dorsomedial substantia nigra pars compacta (SNC) to DLS. No striatal projections to substantia nigra

pars reticulata (SNR) are shown. Sections based on [118]. (c) Lesioning evidence indicates a predominance of different types of learning as in (b), but in addition,

electrophysiological findings reveal convergence of inputs from different afferent sources on single neurons. Scheme depicts a medium-sized spiny neuron in VS receiving

basolateral amygdala (BLA), prefrontal cortical (PFC) and hippocampal inputs, supplemented with prediction error (e) information (dotted line, yellow unit). Inputs originate

from ensembles of neurons activated (orange) by a specific cue (BLA), place (HPC) or task set (PFC). Synapses are modified when activated pre- and post-synaptically

(orange) and when reached by the error signal (yellow). Error signals may be provided by dopaminergic neurons from the VTA [see (b)] or by glutamatergic sources such as

agranular insular cortex (Figure 1).
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output. Once it reaches its target areas, the prediction error
functions as a teaching signal, influencing synaptic modifi-
cations in the Critic and Actor. Because a reward–prediction
signal informs the organism what value or utility to expect
based on its current state and actions, it can simultaneously
serve as a measure of motivation to invigorate or attenuate
actions. In the wider field of RL, TD learning exemplifies a
model-free approach [75].

Within the brain, various structures qualify as candi-
dates issuing positive or negatively reinforcing signals,
including the amygdaloid complex, orbitofrontal cortex,
striatum, habenula and mesencephalic dopaminergic neu-
rons [76–81]. In a broad sense, a multiplicity of structures
and plasticity mechanisms are probably involved in RL,
some of which hinge on glutamatergic transmission [82,83]
and others on dopamine or other neuromodulatory systems
[84]. Nonetheless, the analogy between firing patterns of
dopamine neurons and the error-coding module in TD
learning is particularly striking, supporting the previously
proposed hypothesis that the firing rate of dopamine neu-
rons signals a reward prediction error [85].

It is less than clear, however, what the role of the
striatum and afferent cortical areas might be in this
scheme. Earlier models of Actor–Critic architectures pro-
posed that neurons in the striosomes of DS [16] function as
554
Critic, whereas matrix neurons serve as Actors [76,86].
Alternatively, the VS might serve as Critic and the DS as
Actor [76,87]. Accordingly, the VS would supply dopamine
neurons with value signals, which subsequently broadcast
error signals to the striatum to improve outcome predic-
tions and stimulus–response learning. As predicted by TD
learning, dopamine may regulate plasticity of corticostria-
tal synapses ([88–90], but see [91,92] for absence of dopa-
mine effects in ventral striatal preparations).

Electrophysiological evidence [59,62,63,65,68,69] sup-
ports a role of VS in outcome prediction, although not
necessarily as modeled by an RL Critic. Anatomically,
VS outputs to VTA and SNC [13,93–95] support the idea
that outcome–expectancy signals coded by VS projection
neurons may modulate firing of dopaminergic neurons.
However, orbitofrontal and other prefrontal inputs may
also be important for generating error-like signals in do-
pamine neurons [77]. Conversely, the VS is supplied with a
rich dopaminergic innervation from VTA and medial SNC
[13,93–95], consistent with the idea that it receives error
signals that may modulate or modify corticostriatal syn-
apses. Despite these consistencies with a role of VS as
Critic, current evidence suggests that the Actor–Critic
model of VS and DS should be replaced by an alternative
scheme.
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VS representation of outcome predictions: a revised
scheme
A number of findings suggest that an alternative scheme
for explaining computational functions of the VS may be
warranted. First, the electrophysiological evidence dis-
cussed above suggests that outcome-predictive activity
in VS is not a monolithic, uniform signal. Although
firing-rate ramps exemplify how a cue-dependent value
function may be neurally expressed, the more common
behavioral situation is that the outcome is preceded by
multiple cues and actions set in a specific context. Here,
there is no fixed set of VS neurons that continuously
expresses a single value signal over time, but instead
sequentially activated neuronal ensembles are found,
encoding successive task elements (Figure 3d and Box 2),
compatible with DS single-unit recordings [60]. These find-
ings are consistent with the use of ensemble coding
[62,96,97] for signaling outcome predictions, temporally
chained as in a relay race, each coding for valuable task
elements leading to the outcome. Nonetheless, such config-
urations are still compatible with a scheme in which error
signals can be computed in areas downstream to the VS,
such as the VTA and SNC.

Second, current evidence is incongruent with a strict
segregation of tasks between VS and DS as in an Actor–

Critic architecture. Despite major connectional and func-
tional differences, DS and VS share the same basic design
of corticostriatal loops, with the entire striatum receiving
topographic dopaminergic inputs but also feeding back
output to the mesencephalic area of origin, in partially
closed striato–nigro–striatal loops [93–95]. This fundamen-
tal resemblance between VS and DS suggests a corre-
sponding similarity in computational function, whereas
the inputs (or informational contents) used in the compu-
tation are different. An Actor–Critic division suggests that
learning in the Actor necessarily depends on learning by
the Critic (Figure 4a), but important evidence argues that
Action–Outcome learning mediated by the DMS can pro-
ceed in the presence of VS lesions [98]. The Actor–Critic
scheme also assumes that the error is broadcast uniformly
to both Actor and Critic (Figure 4a). Evidence in primates
and rats suggests that VTA neurons receiving VS inputs
project to DS regions, but this direct projection only
reaches limited zones in the DS [93–95] (Figure 4b). The
predominant pattern remains topographic: the DS is in-
nervated by the lateral SNC, whereas the VS core and shell
receive inputs from the VTA and medial SNC [13,80,93,94]
(Figure 4b).

Our alternative scheme (Figure 4b,c) not only takes into
account outcome-predictive coding in the VS, but also in
the DMS and DLS [60,99,100]. As a consequence, it
assumes that striatal neurons share a fundamental func-
tion in coding outcome predictions. However, the main
VS–DMS–DLS differences lie in the sources used to com-
pute predictions, and hence, in the informational domains
to which predictions pertain. In this context, it is relevant
that the DMS also receives hippocampal and amygdaloid
input, albeit sparser than in VS, whereas the DLS is
virtually devoid of these projections [13,19]. Returning
to the question of how hippocampal inputs shape VS
predictive activity, we first note that these inputs are
mediated by efficacious, glutamatergic synapses [96] and
probably convey information about spatial context to help
sculpt temporal firing patterns of VS neurons. Secondly,
converging with hippocampal input, the BLA provides
information to VS about discrete stimuli and the medial
PFC codes information about task rules and set, behavioral
strategies and planning [101–104] (Figure 4c). Accordingly,
VS outcome predictions will be primarily based on spatial
context, discrete cues and task set. By contrast, the DLS
receives information from the somatosensory cortices, pri-
mary and higher motor cortices, coding the preparation,
execution and sensing of specific movements [9,13,105],
whereas the DMS processes inputs from dorsolateral and
medial PFC and anterior cingulate cortex pertaining to
more global cognitive and motor operations [4,15,17].
Thus, outcome predictions in DLS and DMS are primarily
derived from specific or global sensorimotor processing, as
observed in single-unit firing during or in advance of
movements [99,100]. This concept agrees with the impli-
cation of DMS, but not VS, in action–outcome learning.
Its logical consequence is that the DLS, implicated in
stimulus–response learning, uses detailed sensory and
motor inputs to predict a non-motivational type of outcome,
viz. a specific action (Figure 4b).

The notion of a common architecture accommodating
different information domains can be extended to the
ventral mesencephalon. Following earlier work suggesting
that dopaminergic neurons not only transmit reward-
related signals but also signal novelty, saliency and sur-
prise, including information about aversive events
[106,107], two types of dopamine neurons were recently
discerned in the primate mesencephalon [80], one coding
motivational value (showing opposite responses to appeti-
tive versus aversive events) and the other coding motiva-
tional salience (responding similarly to appetitive and
aversive events). Dopamine signaling in the ventromedial
mesencephalon reaching the shell and ventromedial PFC
was proposed to depend on signed value information (i.e. of
opposite sign for positive and negative value). By contrast,
the informational domain of dorsolateral dopamine cells,
projecting to the core, DMS, DLS and dorsolateral PFC,
comprises salient and surprising events in general.

This heterogeneity of dopamine neurons is associated
with a multiplicity of cellular functions of dopamine in the
striatum. Besides dopamine effects on long-term synaptic
plasticity, many reversible effects have been described,
often showing differences between DS and VS [108].
Focusing on VS, dopamine exerts reversible, suppressive
control over both glutamatergic excitation and GABAergic
inhibition, including communication between projection
neurons [96,108,109]. Hippocampal and prefrontal inputs
to VS are differentially controlled by D1 and D2-type
dopamine receptors [110], suggesting how dopamine
may gate different afferent sources, bias outcome predic-
tions and invigorate different behaviors. How these mech-
anisms exactly modulate limbic control over motivated
behavior is unclear (Box 3), but the framework of func-
tionally distinct, potentially competing ensembles in shell
and core, differentially innervated by glutamatergic
sources and controlled by dopamine [96], has recently
gained support [47,62,97].
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In addition to temporally evolving value representations
in VS ensembles, and the idea of outcome predictions based
on different informational domains, a third deviation from
Actor–Critic schemes lies in the conditional nature of
outcome-predictive striatal signals and it is especially here
that hippocampal inputs become crucial to consider. Results
from the CPP experiments using lesioned animals [42] (see
above) may be explained by the conversion of spatial–
episodic hippocampal information into a VS signal coding
for impending reward close to the animal’s current position
(Figure 4b,c). This transformation can be accomplished by
adjusting the weights of hippocampal synapses onto VS
projection neurons by long-term potentiation (LTP) and
long-term depression (LTD)-like processes, as documented
for related corticostriatal pathways [89,91,92] (Figure 4c
and Box 2). If a location has been consistently paired with an
unpredicted outcome, hippocampal–VS connections are pro-
posed to be associatively strengthened, promoting firing of
VS neurons given that context. This alone, however, does
not generally suffice to explain many behavioral and
electrophysiological observations. Task execution is not only
set within a spatial context, but is usually initiated by a
discrete cue and follows a specific layout of rules and con-
tingencies. For example, in a task where an instrumental
locomotor response is required to reach a cued goal, an
approach response only makes sense if the rat is away from
the goal site. Thus, place-specific HPC ensembles will be
coactivated with cue-specific BLA and rule-specific medial
PFC ensembles. This configuration is supported by studies
showing convergent excitatory inputs to single VS units
(e.g. [111]) (Figure 4c). Time-varying predictive signals in
VS will thus be conditional on multiple inputs, converging
and temporally summating to a variable extent across cell
populations.

Fourthly, VS neurons appear to be not only sensitive to
value (or utility), but also to the identity and spatial location
of the outcome [62,66,67] (Figures 3 and 4b). The spatial–
episodic HPC input, which plausibly contributes state-
specific information to the VS, is an important factor in this
respect [69,112]. Thus, outcome-predictive signals in VS
(but also in DMS and DLS) are envisioned to be more
multi-dimensional than the scalar value signal posited by
classical RL models, both in terms of predictors and outcome
specificity. In other words, VS signals not only predict how
good or bad the outcome will be, but also the ‘What’ and
‘Where’ of it, and possibly further aspects such as when it
will come. Such outcome-specific predictions may be coded in
parallel with more general common-currency value signals.

Where, in this alternative scheme, could the Actor
posited by RL models be situated? Several possibilities
can be suggested, although it is difficult to assess their
validity at present. The idea that the matrix of DS functions
as Actor [76,86] is difficult to evaluate but deserves further
testing. Secondly, the concept that striatal subregions com-
pute their own predictions by striato–nigro–striatal loops
(Figure 4b) is not incompatible with a coexisting influence
from ventromedial towards more dorsolateral sensorimotor
processing circuits [93,94,113]. Thirdly, Actor modules may
be situated downstream from striatum but within the basal
ganglia. Pallidal structures and the SNR are interesting
candidates here because they are densely innervated both
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by striatal projection neurons and dopaminergic fibers and
have been implicated in action selection and execution
[114,115]. Fourthly, the basal ganglia are not the exclusive
domain for motor learning; actions may be acquired else-
where in the brain, for instance in premotor–motor corti-
cothalamic and cerebellar networks [116,117], whereas the
striatum may then function to compute outcome predictions
that affect action learning and action selection in these
networks. Regardless of this debate, the current model holds
that VS projection neurons code specific outcome-predicting
signals which, at the same time, act to invigorate or disin-
hibit particular motor patterns by their effects on down-
stream areas, such as SNR, lateral hypothalamus, brain
stem and ventral pallidal targets and connected thalamo-
cortical feedback loops.

Concluding remarks
Should the VS, in the end, be classified as a component of
the episodic or procedural memory system? The most
parsimonious answer holds that it incorporates compo-
nents of both types of memory, constituting a third system
integrating inputs from the BLA, HPC, PFC and other
areas to generate motivational (outcome-predictive) sig-
nals that act on downstream motor systems to invigorate or
disinhibit goal-directed behaviors. Compared with DLS
and DMS, the VS is distinguished by its role in how
discrete cues and contexts come to exert pavlovian control
over behaviors during learning. Current data imply the
HPC–shell pathway in contextual conditioning and spatial
processing, and the BLA–core pathway in cue conditioning
[42], although the complexity of the system suggests addi-
tional as yet unknown functions and leaves open the
possibility of functional overlap [43,44] (Box 3).

We propose that recent experimental data are in agree-
ment with a need to replace the classical Actor–Critic RL
with a revised scheme. The key elements in this scheme
hold that: (i) outcome-predictive activity in VS (and proba-
bly DS) is expressed by sequentially activated ensembles;
(ii) VS, DMS and DLS operate to generate outcome pre-
dictions according to the same principles but in different
informational domains, working in parallel but also
interacting in a ventromedial to dorsolateral direction;
(iii) outcome-predictive signaling in the striatum is of a
conditional and combinatorial nature, as illustrated by the
convergence of spatial, cue- and rule-specific information
on VS ensembles during contextual and cue conditioning
tasks; and (iv) based on the multi-dimensional nature of
information carried by its inputs, VS coding incorporates
episodic features of the outcome, such as reward quality or
location, in addition to scalar value representations. Gen-
eration of outcome predictions is proposed to rely on syn-
aptic plasticity mechanisms boosted during slow-wave
sleep (SWS) (Box 2). Altogether, these features place our
scheme closer to model-based architectures for RL than
previously envisioned in model-free approaches [75].
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